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Investigated in this work is the general problem of calculating sufficient
statistics (see [1], pp. 530-531 and also [2]) for a given family of one-dimen-
sional probability distributions. We will analyze statistics assuming a vector
value; hence, obviously, the necessity of studying the sufficient system of stat-
istics separately drops out. Definition 2 introduces a new concept of necessary
statistics. If the knowledge of any sufficient statistics yields sufficient mater-
ial to estimate unknown parameters which are sufficient in the sense that knowledge
of the total result of observation does not add anything essential to this material,
then the knowledge of the whole necessary statistics is necessary so that no
essential loss of information would occur. A single necessary and sufficient
statistic exists for each family of distributions with a fixed volume of choices,
to the accuracy of equivalence. Theorem 1 gives a method of calculating it.
Mearwhile, Theorem 1 introduces a new concept of the rank of a family of distrib-
utions. The concept of sufficient statistics for a family of infinite rank is
fruitless. All families of finite rank are separated out by theorem 2 (a part-
icular case of the latter is the Darmois theorem [3]). Families of distributions,
obtained from certain distributions of linear transformations of a straight line,
play an important part in mathematical statistics. Theorems 3 and L4 are
devoted to a special investigation of such families of distributions.*

We will analyze the family & of one-dimensional distributions PG(A) (the

# In particular, these theorems give an answer to the question, posed by
A. N. Kolmogorov, on what shape the sufficient statistics,for the families of
distributions mentioned, can have.
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parameter © runs through a certain auxiliary manifold S ). Hence, we assume
that each Pe(A) distribution is given in a certain A interval (finite or in-
finite) by the density p(x,0) which is a positive piece-wise smoot function
(regularity condition).* Let a series of n independent experiments be made,
where the results of each experiment are subject to the identical distribution
law from the class & . The possible results generate an n-dimensional space R® .

Definition 1. Each function X(xl,...,xn) , assuming values from a certain
vector space R" determined for all X €4, ..., X € A and satisfying the
relation:

p(ﬁ,@)p(xz,o)...p(xn,g) = 5(7('(x1’x2’ ...,xn) ,0) q(ﬁ,xz,...,xn)

in this region is called a SUFFICIENT STATISTIC FOR A FAMILY OF DISTRIBUTIONS
IN AN INTERVAL OF n VOLUME CHOICES.

let us make the abbreviation (xl,xz,...,xn) =x ., Let j)_’l(x) and Xi(x)
be two functions defined in a certain region G of the R® space. Condition-
ally, let us say that ‘,{2 is subject to 11 if iz(x') = 12(x") results from
. We will c2ll 1’1 and ¥, e
the other. The e(x) = x statistic is sufficient for any distribution system.
We will say that the ¥(x) statistic is trivial in the region G if it is equi-
valent to e(x) in a certain region T Cca.

Definition 2. Each function defined for Xy €A, x,64,..., X, € A and

2

subject to any sufficient statistic in this region is called a NECESSARY STATISTIC

FOR THE FAMILY OF DISTRIBUTIONS & IN THE A INTERVAL OF n VOLUME CHOICES.
THEOREM 1. Let Oo be an arbitrary element of S . Let us put

gx(O) = 1n p(x,0) - 1n p(x,Oo) and let us denote through L the minimum linear

space of functions, defined in A , containing constants and containing gx(O)

% We call the function p(x) piece-wise smooth in A if a region GC A
exists such that G = A and 9-%—}((-}5-)- exists and is continuous in G .
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for any © € S . Let the dimensionality of L be r +1 (that r = @ is not
excluded). Then:

A, TFor every finite n € r , the arbitrary sufficient statistic for the
family & in the A interval of n volume choices is trivial.

B. If the functions 1, ‘Pl(x), ‘Pz(x),...,‘Pr(x) form a basis in L , then
for any n 2 r , the system of functions

Zi(xl,xz,...,xn) = ‘Pi(x-l) + ‘Pi(xz) tooot ‘Pi(xn) (i=1,2,...,r; X peeerX € )

is functionally independent and forms a necessary and sufficient statistic for the
family & in the A interval of n volume choices.

We call the number r , defined in THEOREM 1, THE RANK OF THE SYSTEM OF
DISTRIBUTIONS & IN THE A INTERVAL.

THEOREM 2, In order that the system of distributions & have a finite rank
in the A interval, it is necessary and sufficient that the density p(x,0) be
represented thus:

r
p(x,0) = exp /,2_‘Pi(x) ci(O) + co(O) + (Po(x) (x € A, ©6 3)
\ 1=l %
where ‘Pl(x),;..,¢r(x) are piece-wise smooth in the A interval. Hence, if
1 ,‘Pl(x),...,‘Pr(x) is a linearly independent system of functions, then the rank

of & is r and for n 2 r , the system of functions:

7Li(x1,...,xn) = ‘Pi(xj_) + ‘Pi(xz) Hooot ‘Pi(xn) (1=1,2,...,75 X50005% 8 A)

is functionally independent and forms a necessary and sufficient statistic for S
in n volume choices.

THEOREM 2, Let the F(x,O) distribution function be compared to each 0 € S .
Let the family © of these distributions satisfy the regularity condition in the
A interval. Then:

A. If the G family of F(x~-a,0) (|a]< 6,0 € S) distributions has a
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finite rank in A for a certain 6 > 0 , then the p(x,0) density is represented as:

(1) p(x,0) = exp<§ ci(O) xnieui]? (x €A, 0858)
i=1l

where uy are complex, n, are constant integers, ci(O) are functions taking
on complex values.

B. If A does not contain zero and the @'2 family of distributions -
rE,0) (065, % << p) has a finite rank in A for a certain p 1 , then

the density p(x,0) is represented thus:

s n, By
(2) p(x,0) = exp (2 c;(@)(1n(x[) x| \ (x €4, 8 €8)
i=1

[p,i, ny, ci(G) as in (1)].
C. If the @'3 family of distributions Fé—%‘i,,@\) (8 6 s,le] <58, %4 o p)
has finite rank in A for certain 6 >0 and p »>1 , then:
(3) p(x,8) = exp Q(x,6) (x € 40,86 € 5)
where Q(x,8) is a polynomial in x with complex coefficients dependent on 6 .
A necessary and sufficient statistic for the @’1 family can be formed from
S L k M

functions of the form x_i{e + xe +o.t X e 3 for the 62 family, from

functions of the form l:c_]_l>‘(ln|:z:|_l)k + ]le)‘(lnlle)k +o..t Ixnl)‘(lnlxnl)k and

for the &3 family, from functions of the form x_f + xl; +oae. *+ xl; (kx is an.
integer, A\ is a complex constant).”

The probability density function for many important distributions equals
zero outside a certain interval. If the whole line be considered as the A
interval, then the regularity condition is not fulfilled here and THEOREM 3 is

not applicable directly. The following theorem can be used instead.

#* It is not difficult to indicate that set of (k,\) pairs to which corres-
ponds the system of functions giving a necessary and sufficient statistic. We
omit the formulation of the appropriate rule because of insufficient space.
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THEOREM 4. Let the p(x,0) function for each © of S be the probability
density of a certain one-dimensional distribution. Let p(x,8) be positive and
piece-wise smooth with respect to x in a certain A interval for all © € S
and equal to zero outside A . Let us demnote through Gl the family of distrib-

utions p(x-a,0) (8 € S,-® < a ¢ + ) , through @’2 the family of distributions

%,p%,e) (6€5, 040l ®) and through & the family of distributions

1l

Ep(-i—‘-'(?-,) (6€5,~0< ad+00,00 {+ o) . In order for the C-Zl, 62, 63

families to have finite rank on the whole line, it is necessary and sufficient
that the p(x,8) density be represented for 6 € S, x € A , respectively, as (1),
(2) or (3) (it is also assumed in the case of ©, that the A interval does not
contain zero).

A necessary and sufficient statistic for the 6’1 and 52 families is given
by the system of functions mentioned in THEOREM 3 if A = (-®,+ ®). This system
of functions must be supplemented by the function min(xl,xz, cae ,xn) in the
A = (a,+ ®) case (a finite) and by the function max(x__l_,xz,...,xn) in the
A = (-o,b) case (b finite). Finally, both the functions min(xl,xz,...,xn)
and max(x;,%,,... »X) must be added to the system of functions of THEOREM 3
in the A = (a,b) case, where a and b are finite. Similarly, the necessary
and sufficient statistic for the @’2 family coincides with that mentioned in
THEOREM 3 if A = (0,+ @) or A= (-0,0) 3 it is obtained from the statistic’
mentioned in THEOREM 3 by adding the min(xl,xz,...,xn) if A = (a,+ @) (a>0)
or A= (-w,b) (b <0) 3 by adding the max(xl,xz,...,l%) if A = (0,a)

(0 La ¢ +m) or A =(b,0) (-0 b<¢ 0) and by adding both max(xl,...,xn)

and min(xl,...,xn) if A = (a,b) where a and b are finite and not zero.

Examples.
2
1. The Gaussian density p(x) = e exp |- -}-2{-} has the form (3). In

14




6.

n n '
conformance with THEOREM 3 , the pair of functions ( Z2x,, 2 x?} is a necessary

5
=1 T 421 1
and sufficient statistic for the family of %,p(§5§) distributions.

2. Let us investigate the family of distributions given on the positive
semi-axis by the density:
-t
(L) p(x,8,7,1) = &xPe™ "™

If p is known, then the necessary and sufficient statistic is given by the pair

n n n
of functions [ 3 x¥, 2 1n x;> for unknown B and Y, by the functions Z In x;
i<l Y321 i=1

n
for unknown B and known Y and by the functions 32 xg for unknown <« and
i=1

known B . If p is unknown, then the rank of the family (L) is infinite in any
A interval and this means that there are no non-trivial statistics (this was
first proven by Pinsker).

3. For the p(x-a,8,¥,u) family, where p(x,B,V,u) is determined by (L),
the necessary and sufficient statistic is obtained for known u , according to

THEOREM L4, by adding to the functions mentioned in example 2, the function

min(xl,xz,...,xn) . The rank of the family considered is infinite for unknown o .
L. The density:
2
(x-a.) (x-a,)
0 ! (1-6) 2
p(x,9,a. ,0, ,a,,0,) = exp |- + exp [—
11er2 T 2df A 2d§

(0 ¢so { 1) is obtained by mixing two Gaussian densities. If even one of the
O,al,dl,orz,(fz parameters is unknown, then the corresponding family of distrib-
utions has infinite rank,

5. The necessary and sufficient statistic for the family of Laplace distrib-

: 1 |x-a n .
utions p(x,a,0) = ?&eXPE Tﬂ for known a equals 2 Ixi - a| . The family
i=1

¥ The expression 'u known, B, + unknown' means that the family of
p(x,B,’Y,u) distributions is analyzed, where up 1is fixed and B and ¥ vary
in certain intervals.



has rank o for unknown a .

o (x + e %)

6. The density p(x) = is encountered when investigating the

limiting behavior of the maximum of m independent random quantities as m —» .

The necessary and sufficient statistic is g exp(—xi) (see THEOREM 3) for the
family of p(x-a) distributions. =

7. Let us consider the arbitrary (a,b) interval and the uniform distrib-
ution in this interval. The family of all such distributions is obtained from
any one of them by a linear transformation. The necessary and sufficient stat-
istic is given by the pair of functions min(xl,x2, ...,xn) and max(x._L,xz,...,xn)

(this example was first considered by A. N. Kolmogorov [h_])

June, 1950
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